
Math 260 Exam #2 Key (Summer 2018)

1 Let S1 and S2 be convex sets in V . Let u,v ∈ S1 ∩ S2. Since S1 is convex and u,v ∈ S1,
we find that [u,v] ⊆ S1. Similarly, since S2 is convex and u,v ∈ S2, we have [u,v] ⊆ S2.
Therefore [u,v] ⊆ S1 ∩ S2 and we conclude that S1 ∩ S2 is convex.

2 Let u1 = [−6, 1] and u2 = [−3, 2]. Find c1 and c2 such that c1u1 + c2u2 = x, This results
in the system {

−6c1 − 3c2 = 4
c1 + 2c2 =−8

Solving yields c1 = 16/9 and c2 = −44/9, so the B-coordinates of x are [x]B =
[
16
9
,−44

9

]
.

3 Let f(x) = et and g(t) = ln t. Suppose c1f + c2g = 0 on (0,∞). Then in particular we have
c1f(1) + c2g(1) = 0 and c1f(2) + c2g(2) = 0. The first equation gives c1e + c2 ln(1) = 0, and
hence c1 = 0. The second equation then becomes c2g(2) = 0, or c2 ln 2 = 0, and hence c2 = 0.
Therefore f and g are linearly independent on (0,∞).

4 With the elementary row operations −9r1 + r2, r1 + r3, and −4r1 + r4 we obtain

M ∼


1 −2 0 4
0 16 1 −36
0 −2 −1 12
0 0 2 −28

.
Next we perform the operations r2 ↔ r3, 8r2 + r3, and 2

7
r3 + r4 to get an echelon form:

M ∼


1 −2 0 4
0 −2 −1 12
0 0 −7 60
0 0 0 −76/7

.
The rank of M is equal to the number of pivots in a row-equivalent row-echelon form, and so
rank(M) = 4.

5 Find a and b such that

a(1, 1) + b(−1, 3) = (0, 1),

so a− b = 0 and a + 3b = 1. We find a = b = 1/4. Now, by linearity,

L(0, 1) = L
(
1
4
(1, 1) + 1

4
(−1, 3)

)
= 1

4
L(1, 1) + 1

4
L(−1, 3) = 1

4
(2,−1) + 1

4
(1, 2) =

(
3
4
, 1
4

)
.

6 Suppose
∑n

k=1 ckvk = 0. Then

0 = L(0) = L

(
n∑

k=1

ckvk

)
=

n∑
k=1

ckL(vk) =
n∑

k=1

ckwk

by linearity properties, and since w1, . . . ,wn are linearly independent we conclude that ck = 0
for all k.



2

7 By the Rank-Nullity Theorem, dim(ImgL)+dim(KerL) = dimV . Since ImgL is a subspace
of W , dim(ImgL) ≤ dimW . Thus dim(ImgL) < dimV , and it follows that dim(KerL) > 0.
That is, dim(KerL) ≥ 1, and we conclude that KerL 6= {0}.

8 Let
v>1 = [1, 1,−2, 3, 4], v>2 = [1, 0, 0, 2, 0, ], v>3 = [0, 1, 0, 1, 0],

and let A be the 3× 5 matrix with row vectors v>1 , v>2 , v>3 . Three column vectors of A are3
2
1

,
1

1
0

,
4

0
0

,
which are linearly independent in R3, and so rankA = 3. Let U be the subspace in question,
so

U = {x ∈ R5 : v1 · x = 0, v2 · x = 0, v3 · x = 0} = {x ∈ R5 : Ax = 0}.
By the Matrix Rank-Nullity Theorem

dimU = dim(NulA) = nullityA = dimR5 − rankA = 5− 3 = 2.

9 If E4 and E3 are the standard bases for R4 and R3, respectively, then

[L]E4E3 =
[[
L(e1)

]
E3
· · ·

[
L(e4)

]
E3

]
=

 0 0 2 0
0 0 0 0
−2 0 0 0

.
10 Suppose L(x, y) = [0, 0, 0]. Then 8x + y = 0, 3x− 5y = 0, and x− 4y = 0 which are only
satisfied if x = y = 0. Thus KerL = {[0, 0]}, and so the dim(KerL) = 0. The Rank-Nullity
Theorem states that

dim(KerL) + dim(ImgL) = dim(R1×2),

so
dim(ImgL) = dim(R1×2)− dim(KerL) = 2− 0 = 2.

Now, ImgL is a subspace of R1×3, and since dim(ImgL) = 2 while dim(R1×3) = 3, it follows
that ImgL 6= R1×3. Hence the mapping L is not surjective, and therefore is not invertible.

11 Setting B = (v1,v2) and C = (w1,w2), the transition matrix is IBC =
[
[v1]C [v2]C

]
.

Here [v1]C = [a b]> for a, b such that aw1 + bw2 = v1, and [v2]C = [c d ]> for c, d such that
cw1 + dw2 = v2. Solving the two systems of equations{

a + b = 1
−a + 3b = 1

{
c + d = 2
−c + 3d = 0

yields a = 1
2
, b = 1

2
, c = 3

2
, and d = 1

2
, and so

IBC =

[
1/2 3/2
1/2 1/2

]
.


