MATH 260 ExaM #3 KEY (SUMMER 2017)

1 Complete the square:

3 —1||l=x 2
XTAX:[l’ y]{_l 2} [y} = 3% — 2y + 29> :3(:v—%y) ~|—§y2.
The expression at right can be seen to be never negative, and in order for it to equal zero it’s

necessary to have r = %y and y = 0; that is, x = y = 0 is necessary. Thus x' Ax < 0 only if
x = 0, and therefore A is positive definite.

2 With the Gram-Schmidt Orthogonalization Process we obtain the orthonormal basis

2 —1
1 1
R

3 Let w; =1, uy = t, and ug = t2. Then by the Gram-Schmidt procedure,
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(Wi, wi) foldt 2
and
1.2 2
tedt t dt
wo g (B W) L fwwa) e fo Bt M(t_%):tz_t%

(Wi, w1) (Wa, Wa) fol 1dt - fo (t — 5) dt

So {1,t — %, 2 —t+ %} is an orthogonal basis, and it remains to normalize the basis elements.
Let ‘i’l = Wi,

A -5
Wy = 7
|W2|| / /L
and
2 —t41 2 —t4 1
Wi = ||WS|| T T —= S = (687 = 6t + 1)V,
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Then {W;, Wa, W3} is an orthonormal basis.

4 The matrix is upper-triangular, and so the determinant is simply the product of the diagonal
entries: 4a?.

5 Perform the column operations ¢; + ¢3 — ¢3 and —c¢y + ¢4 — ¢4 to obtain

2 2 1 -2 5 1 9
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-1 00 0 R
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Next, it’s convenient to perform the row operations ry <> ro and —2r; + ro — r5 to obtain

2 1 —2| |1 72‘_13_4

4 =3
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—1 7 2/=|0 -13 —4|= 3 i

‘—i—t' ‘:55—215.
t 4 =3 t 4 =3

6 Performing the column operation c3 + c3 — ¢3 and then expanding along the 3rd row gives

3 1 -1 3 0 -1

det(A)=|1 1 1]|=[12 1 :(—1)’:1)’ (2)‘:—6.
01 —1 00 —1
Now, with A = [a; ay aj], we have
01 —1 3 0 —1
r=det(bagaz)=|0 1 1|=2 y=det(aybazg)=|1 0 1|=-—4,
11 -1 01 —1
and
310
z:det(alagb): 1 1 0=2
011
By Cramer’s Rule the solution to the system is
v _[det(b ay a3) det(a; b az) det(a; a; b) i B _%g
. det(A) 7 det(A) 7 det(A) _1/3
7a We have
1—t -3 3
Pg(t) = det(B — tI) = 3 —5—t 3| =—(t+2)%*4—1),
6 —6 4—1t

and so the characteristic equation for B is (¢ + 2)%(4 — ¢) = 0. The eigenvalues are the roots of
the characteristic equation: —2 and 4.

7b The eigenspace corresponding to —2 is the solution space of the system Bx = —2x, or
equivalently (B + 2I)x = 0, which may be written as
3 =3 3|[za] [O
3 =3 3||x|=10].
6 —6 6]|zs] 0
Thus _
1 0
Eg(—2)=<qs| O|+t|1l|:s,teR},
1 1

which has basis {[1,0,-1]", [0,1,1]"}.
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The eigenspace corresponding to 4 is the solution space of the system Bx = 4x, or equiva-
lently (B — 4I)x = 0, which may be written as

-3 =3 3[xy 0
3 =9 3|z |=10].
6 —6 0 T3 0
Thus
1
Eg(4)=({t|1]|:teR},
2

which has basis {[1,1,2]"}.

8a The characteristic polynomial for N is

2t 8'

14—y =({t+2)(t—4)+8=1t(t—-2),

Pn(t) = det(N —tI) = ‘ B

and so the eigenvalues are 0 and 2.

8b Eigenspace for A = 0:

(- wh- (i e}l

and so ([4,1]7) is a basis for En(0).
Eigenspace for A = 2:

s = =29 =40 =[5
“Ar=p = (i eerp=om (2]

and so ([2,1]7) is a basis for En(2).

8c By the diagonalization procedure,
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8d We have
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8e We have

N2 = (PDP)/? = PD'/?P ! = %ﬁ ﬂ {8 \H {_} _ﬂ = ﬁ{jp 3}



