
Math 260 Exam #2 Key (Summer 2017)

1 Let p1,p2 ∈ aS +b, so p1 = as1 +b and p2 = as2 +b for some s1, s2 ∈ S. Let x ∈ [p1,p2],
so x = (1− t)p1 + tp2 for some t ∈ [0, 1]. Now, since (1− t)s1 + ts2 ∈ S on account of S being
convex, we find that

x = (1− t)(as1 + b) + t(as2 + b) = a[(1− t)s1 + ts2] + b ∈ aS + b.

Thus [p1,p2] ⊆ aS + b, and therefore aS + b is convex.

2 Possible dimensions of V are 0, 1, 2. If V 6= R2 then dimV is either 0 or 1. If dimV = 0
then V = {0}. If dimV = 1, then V has basis {b} for some nonzero vector b ∈ R2, so that
V = Span(b) = {tb : t ∈ R}, which is a line through the origin.

3 In terms of column vectors we have A = [a1 · · · an] and B = [b1 · · · br]. Now, since

AB = [Ab1 · · · Abr],

the `th column vector of AB is Ab`. Set b` = [b1` · · · bn`]>. Then, letting aij denote the
ij-entry of A in general,

Ab` =


∑n

j=1 a1jbj`
...∑n

j=1 amjbj`

=
n∑

j=1

 a1jbj`
...

amjbj`

=
n∑

j=1

bj`

 a1j
...

amj

=
∑
j=1

bj`aj.

Thus each of the column vectors of AB is a linear combination of the column vectors of A,
so that the column space of AB is a subset of the column space of A: Col(AB) ⊆ Col(A).
Therefore

rank(AB) = dim[Col(AB)] ≤ dim[Col(A)] = rank(A).

4 With the elementary row operations −3r1 + r2, r1 + r3, and −3r1 + r4 we obtain

M ∼


1 −2 0 4
0 7 1 −12
0 0 0 0
0 0 0 0

.
The rank of M is equal to the number of pivots in a row-equivalent row-echelon form, and so
rank(M) = 2.

5 The image of the line x = c under F is {F (c, y) : y ∈ R}, where

F (c, y) = (ec sin y, ec cos y).

Letting u = ec sin y and v = ec cos y, we have u2 + v2 = ec. Thus the image of x = c under F
is a circle with center (0, 0) and radius ec.

6 By linearity L(1,−1) = −L(−1, 1) = (−6,−3), so

L(2, 0) = L((1, 1) + (1,−1)) = L(1, 1) + L(1,−1) = (2, 1) + (−6,−3) = (−4,−2),

and thus L(1, 0) = 1
2
L(2, 0) = (−2,−1).
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7 Suppose
∑n

k=1 ckvk = 0. Then

0 = L(0) = L

(
n∑

k=1

ckvk

)
=

n∑
k=1

ckL(vk) =
n∑

k=1

ckwk

by linearity properties, and since w1, . . . ,wn are linearly independent we conclude that ck = 0
for all k.

8 By the Rank-Nullity Theorem, dim(ImgL)+dim(KerL) = dimV . Since ImgL is a subspace
of W , dim(ImgL) < dimW . Thus dim(ImgL) < dimV , and it follows that dim(KerL) > 0.
That is, dim(KerL) ≥ 1, and we conclude that KerL 6= {0}.

9 Let
v>
1 = [1, 1,−2, 3, 4, 5] and v>

2 = [1, 0, 0, 2, 0, 8],

and let A be the 2× 6 matrix with row vectors v>
1 and v>

2 . It is easy to show that two column
vectors of A are linearly independent, so rankA = 2. Let U be the subspace in question, so

U = {x ∈ R6 : v1 · x = 0 and v2 · x = 0} = {x ∈ R6 : Ax = 0}.
By the Rank-Nullity Theorem adapted for matrices we have

dimU = dim(NulA) = nullityA = dimR6 − rankA = 6− 2 = 4.

10 By inspection,

[L] =

0 0 1 0
0 0 0 0
0 −2 0 0

.
11 Let v ∈ V . Now, (P ◦ P )(v) = P (v) shows that P (v) ∈ ImgP . Also

P (v − P (v)) = P (v)− P (P (v)) = P (v)− P (v) = 0,

which shows v − P (v) ∈ KerP . Thus

v = [v − P (v)] + P (v) ∈ KerP + ImgP,

so that V ⊆ KerP + ImgP . That KerP + ImgP ⊆ V follows from the usual closure properties
of a vector space, and therefore V = KerP + ImgP .

12 Suppose L(x, y) = (0, 0). Then 2x + y = 0 and 3x − 5y = 0, which are only satisfied
if x = y = 0. Thus KerL = {(0, 0)}, which implies L is injective, hence surjective, hence
bijective, and therefore invertible.

13 Setting B = (v1,v2) and C = (w1,w2), the transition matrix is IBC =
[
[v1]C [v2]C

]
.

Here [v1]C = [a b]> for a, b such that aw1 + bw2 = v1, and [v2]C = [c d ]> for c, d such that
cw1 + dw2 = v2. Solve these two simple systems of equations yields a = −3/5, b = 2/5, c = 3,
and d = 0, and so

IBC =

[
−3/5 3

2/5 0

]
.


