MAtH 260 ExaM #1 KEY (SUMMER 2016)

1b Since u-v = (2)(=3) + (—=1)(1) + (4)(2) =L and v - v = ||v||? = (v/14)? = 14, we have

. u-v 1 3 1 1
= (—)v=2_[-312=[-2 L 1]
proj, u <V‘V>V 43,12 = [}, 4,7
1c We have
u-v 1 1 1
cosf = = = = f#=cos! (—) ~ 86.66°.
Jallllvll V21v/14 76 7V6

2 There’s just one right answer:

x(t) = p +t(q—p) = [2,—6,9] + t[—2, 14, —8] = [2 — 2t, —6 + 14¢,9 — 8¢].

3 Let po =1[0,1,2], p1 = [2,3,4], and p; = [4,5,6]. We find a vector n = [a, b, c] such that
n 1 (p;1 —po) and n L (py — po); that is,
n-(pp—py) =0 and n-(py—po) =0,
giving the system
20 +2b+2c=0
4da+4b+4c=0

One solution is n = [a,b,c] = [1,—1,0] (there are others). An equation for the plane is
(X_pO)'n:07 or
z,y—1,2—2]-[1,—1,0] =0,

which becomes x —y = —1.

4 Two points determine the line, and they can be found as solutions to the system
r— y+z=3
20 =3y —z2=1
The first equation gives z = 3—x+y, which when put into the second equation gives y = %
Putting this back into z =3 — x 4+ y gives z = —}lx + 2. The solution set of the system is

S = {[m,%x—l,—ix—i—ﬂ :xeR}.
Replacing x with 4¢ simplifies things a little:
S={[4t,3t—1,—t+2]:t e R} ={[0,-1,2] + t[4,3,—1] : t e R}.

r—1.

Thus
X(t) = [07 _17 2] + t[47 37 _1]
is a parametric equation for the line of intersection of the two planes.



5 We have
—-19 41 30
-1 4 6
15 —45 —5bH4

6a We wish to determine a, b, ¢, and d so that
2 la blla b| [a®+bc ab+bd| |[-1 0]
A _AA_[C dHc d}_[ac—kcd d?+bc| | 0 —1 =T
If we let a = 0 and d = 0, then we find we must have b and ¢ such that
bec 0| -1 0
0 bel | 0O —1|

which is to say bc = —1. Thus we may set b = 1 and ¢ = —1 to obtain
a b 0 1
a-le a4l

Another possibility is to let b =c =0 and a = d = 7, where i = y/—1, giving

There are infinitely many other options.

6b Find a, b, ¢, and d such that

abab_a2+bcab+bd_00
c dlle d| |ac+ecd d&P+bc| |0 O

or
a>+bc=0, ab+bd=0, ac+cd=0, d*+bc=0.
The first and last equations require a®> = d?> = —be, and so we must have d = +a. The second
equation,
bla+d) =0,
requires b = 0 or d = —a. The third equation,
cla+d) =0,
requires ¢ = 0 or d = —a.

Consider what happens if d = —a for a # 0. Then b, ¢ # 0, and we must have ¢ = —a?/b to
yield a matrix of the form
a b
i 1)

If d =a for a # 0, then we must have b = ¢ = 0 to satisfy the 2nd and 3rd equations;
however, from the first and fourth equations we obtain a? = d? = —bec = 0, which requires
a = 0 after all! This is an impossible case.



3

If d =a =0, then —bc = a® = 0 results, and so we must have either b = 0 or ¢ = 0, giving

oo =[]

The first of these matrices may be obtained from (1) by setting a = 0 and so is not a new form.
The second matrix is new. Therefore a 2 x 2 matrix A for which A? = O must have one of

these two forms:
a b 00
—a’/b —a c O

a matrix of the form

7 Call the matrix A. Then,

2 1 —4 3 2 1 —4 3 2 1 —4 3
ADCT g 13— ETE g 1 3 | 2T g 1 3 -2
2 3 2 -1 02 6 —4 00 0 0
8 Performing row operations on
03 0[1 00
02 1]010
2 4 3]001
until I is obtained on the left side, we find that
L _3 1
3 2 2
cC'=]1 00
2
-3 10
9 The corresponding augmented matrix for the system is
(12 -1 9
2 0 —-1]| -2
3 5 2| 22
We transform this matrix into row-echelon form:
12 -1] 9 (1 2 -1 9 1 2 -1 9
2 0 —1|—2| 20dem g 4 1| 20 =222 00 -1 5| -5
35 2|2 TR olg 1 5| -5 0 —4 1|-20

—A4ro+rz—rs

1
—— |0 -1 2| =5
0



We have obtained the equivalent system of equations

r+2y— z= 9
{ — Y+ d9z=-5
—192= 0

From the third equation we have z = 0, which when put into the second equation yields
—y = =5, or y = 5. Finally, from the first equation we obtain.

r+205)—-0=9 = x=-1
Therefore the sole solution to the system is (—1,5,0).

10 From 2nd equation: x = 2z —y — 1. Put this into 1st equation:
32z —y—1)—by+6z=4 = y=32-1
Now x = 2z —y — 1 gives
x:2z—(%z—§)—1:%z—
Solution set is therefore

00|~J 0ol

z€eR

N N
N W
|

N

11 Note that [1,1,1] € S, and yet [—1, —1,—1] ¢ S. So not every element of S has an additive
inverse, violating Axiom VS4.

12 Let x; = [z1,11] and xo = [x9,y2] be elements of S, so 4y; — 3x; = 0 and 4y, — 3z, = 0.
Now,

4(yr +y2) — 3(x1 + 22) = (dyr — 3w1) + (4o — 3w2) =0,
which shows that x; + xo = 11 + 22,1 + y2] € S. Also

Aeyr) — 3(em) = e(dyy — 321) = (¢)(0) = 0

shows that ¢x; € S. Since the closure properties are satisfied and S # @ (since 0 € 5), we
conclude that S is a subspace of R2.

13 Suppose x,y € UNV and c is a scalar. Since x,y € U and U is a subspace, we have
cx € Uand x+y € U. Since x,y € V and V is a subspace, we have cx € V and x+y € V.
Therefore cx e UNV and x+y € UNV. We have now shown that U NV is closed under
scalar multiplication and vector addition, and therefore U NV is a subspace.

14 Suppose that x,y € U+, so that x-u=0and y-u =0 for all u € U. Since for allu € U
we have

(x+y)-u=x-u+y-u=0+0=0,
it follows that x +y € U™,



Now suppose that x € U+ and ¢ € R. Then for any u € U we have
(ex)-u=c(x-u)=c(0)=0,

which implies that cx € U*.
So, Ut # @ since 0 € U™, and since U+ is closed under scalar multiplication and vector
addition it is a subspace of R™.

15 Let x; =[1,2,6], xo = [1,5,—1], and x3 = [0, 3, 1]. Suppose ¢1x; + coXa + c3x3 = 0. This
gives the system of equations
c1+ ¢ =0
{201 + 562 + 363 =0
601 — Cog+ C3= 0

The only solution to this system is ¢; = ¢o = ¢3 = 0, and therefore {x,x2,x3} is a linearly
independent set of vectors.



