MATH 260 ExaM #4 KEY (SPRING 2014)

la Since 5 —2(7) + 3(3) = 0, we see that (z,y,2) = (5,7, 3) is a solution to x — 2y + 3z = 0,
and hence v € W. To find the B-coordinates of v, we find a,b € R such that

-1 1 5
al 1|l+b|2|=|7],
1 1 3
which is to say we solve the system
—a+ b=5
a+2b="7
a+ b=3

The only solution is (a,b) = (—1,4), and therefore
—1
Y

1b Letting uy = [-111]" and upy = [1 2 1], by an established theorem we have
M = [[uﬂc [112]c]>

and so we must find the C-coordinates of u; and u,. Starting with u;, we find a,b € R such
that avy + bvy = uy; that is,

2 -3 ~1
all|+b| o= 1],
0 1 1

which has (a,b) = (1,1) as the only solution, and hence

e[|

Next, we find a,b € R such that av; + bvy = uy; that is,

2 -3 1
all|+bl 0|=12],
0 1 1

which has (a,b) = (2,1) as the only solution, and hence

e[}

w2

1c Using the B-coordinates of v found above, we have

[V]e = M[v]s = E ﬂ l_ﬂ - m

Therefore



2 We have B = (vy,v3), and C = (wy, wg, ws). Now,

or=2((i)- |z |

We need the C-coordinates of L(v;), which means finding aq, as, ag such that

1 -1 0
awi + aswe +asws =ay | O|+as| 2|+4as|l| = L(vy);
-1 2 2
that is,
ap — asg =1
{ 2&2 —I— az = —2
—ai + 2&2 + 2(1,3 = —5,
which solves to give a; = 1, as = 0, and a3 = —2. Thus
1
[L(vi)le=| 0
-2
Next,

wor-4()-[ ]

We need the C-coordinates of L(vs), so we find ay, as, ag such that

1 -1 0
A1W1 + aoWo + a3wWs3 = Q1 0 + a9y 2 + as 1| = L(Vg).
—1 2 2

Like before, this yields a system of equations. We put its augmented matrix into row-echelon
form:

1 -1 0] 2 1 -1 0] 2 1 -1 0] 2 1 -1 0| 2
0 2 1| 1|~]0 21 I{~]0 1 2|-1f({~|[0 1 2|-1
-1 2 2|-3 0 1 2|-1 0o 21 1 0O 0 -3| 3
which solves to give a; = 3, a; = 1, and a3 = —1. Thus

3

[L(va)le=| 1

-1

The BC-matrix of L is therefore
1 3



3a Find the characteristic polynomial:

0 2 0
1t 1 0 02
Pa(f)=det(A—M)=| o | o, o |=0-n] 1 -t 1
0 0 0 1-—t¢ 0 1 —2-t

:(1—15){—75‘_; —21—15’*2‘0 _f }z(l—t)(t3+2t2—t—2)
+

=(t—-DEE+2) - t+2)]=0t-Dt+2)E —1) =t -1t +1)(t+2).

3b From above, we see that Pa(t) = 0 if and only if ¢ = —2,—1,1, and so these are the
eigenvalues of A.

3c  The smallest eigenvalue is —2. The corresponding eigenspace is

Ea(—2) = {x € R*: Ax = —2x}.

Now, Ax = —2x is equivalent to (A +2I)x = 0, which is a system of equations with augmented
matrix

202010

1 21010

010010

00030

From this we find that x4 = 0, 3 = 0, and 27 = —x3; that is, x € Fa(—2) if and only if

T —I3 -1
X — To| 0 . 0
N T3 N T3 o 1 3
T4 0 0
for some x3 € R. Replacing x3 with ¢, we therefore have

-1
0

EA(—Q) = 1 t:teR
0

A basis for E5(—2) is thus {[—1,0,1,0]"}.

3d The largest eigenvalue is 1. The corresponding eigenspace is

Ea(l) = {x e R*: Ax = x}.



4

Now, Ax = x is equivalent to (A — I)x = 0, which is a system of equations with augmented
matrix

-1 0 2010 -1 0 2 0]0 -1 02010
I -1 100 | 0-1 300 | 0-13¢0]0
0 1 -3 010 0 1 -3 010 0O 00070
0O 0 00/0 0 0 001]0 0O 00070
The last augmented matrix gives the system
—x] + 2LL’3 =0
—T9 + 31L'3 =0

Thus x1 = 223 and xo = 3x3, where x3 and x4 are free. Replacing x3 and x4 with s and ¢,

respectively, we have
. _

2s 2 0
Ea(l) = 3? :s,teR p= ? s + 8 t:s,teR
t 0 1

A basis for Ea(1) is thus

S = Wi
_— o O O



